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Abstract

In this paper, a process similar to hierarchical agglomerative clustering and principal component
analysis is described using the formal methods of differential geometry and gauge theory that are
commonly used in physical theories of electromagnetism and the strong nuclear force. It is proposed
that information organization and clustering naturally emerges from an a priori gauge symmetry of
the action on the space of connections together with the stationary-action principle. In a learning
model, this is achieved through pretraining of diffeomorphic mappings of neural network activity onto
Lie groups, i.e. manifolds of continuous symmetries, which are further projected onto a differentiable
and conformally invariant 4-dimensional manifold of connections. Constructing a Yang-Mills moduli
space of connections allows us to cluster the vector activity of an ensemble of neural networks
into islands of agreement forming a dynamic and unoriented part-whole hierarchy. We can think
of the clustering process as an intrinsic geometric flow on the connection space, namely the Ricci
Yang-Mills flow. The wedge product of configurations of differential forms located at critical points
of the Yang-Mills action functional are comparable to axes of a p-dimensional ellipsoid formed in
principal component analysis. These volumetric structures similarly cluster and reduce information to
its principal components based on covariance and can be used as a generalized attention mechanism
when applied to an ensemble of learning models.
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1 Overview

These concepts will be described in later sections, this overview serves as a rough outline for
those familiar with the relevant areas of mathematics and machine learning. The moduli space of
connections is constructed by quotienting the space of principal connections by a Lie structure group,
generating a gauge equivariant parameter space. In particular, the Yang-Mills moduli space, a subset
of the total connection space made of flat and irreducible connections, can be constructed to be a
smooth, compact, and oriented manifold in 4 dimensions with critical points known as Yang-Mills
connections or instantons. These connections minimize curvature between fibers and, from an
information geometric perspective, they minimize relative entropy or KL divergence between open
sets of gauge equivariant manifolds. This space can be used to cover the activity of a collection of
neural networks, represented as trajectories on vector bundles.

A top-down energy-based attention mechanism, referred to as the moduli attention, can be trained on
this space using sampled activity of the trajectories of underlying networks through a composition
of energies. Motivated by the stationary-action principle, dynamics of attention are computed by
minimizing the action functional of the connection space. The Yang-Mills action functional serves
as a cost function on which inference minimizes the total energy in search of a basis of instanton
connections. The connections are described using proejctive measurement given by a weighted sum or
integral over differential forms. In comparison to statistical learning, this real, non-volume preserving
object in the 3-dimensional space can be compared to a p-dimensional ellipsoid as found in principal
component analysis, with axes that are typically formed using eigenvectors of the covariance matrix
of a dataset.

2 Geometry of Latent Information

2.1 Manifolds, Vector Bundles, Connections

A bundle serves as a useful mathematical object to analyse both the recursive construction of
biological and artificial neurons and networks. It also provides descriptions of the geometry of
latent information as manifolds that are used for information processing and statistical learning. A
fiber bundle formalizes the notion of one topological space (called a fiber) being parameterized by
another topological space (called a base). The bundle is equipped with a group action on the fiber
that represents different ways the fibers can be viewed as equivalent (Tao 2008). Bundles also have
a property, known as local trivialization, allowing neighborhoods of the bundle to be computed as
simple, oriented product spaces, despite the global space being unoriented or twisted.

A family of fibers associated to a base can be described by defining a template fiber from which
all others are diffeomorphic to. This is formalized by defining a diffeomorphic mapping that takes
positional data from the entirety of the space of fibers to a base, and implicitly from one fiber to
another. When the template fiber is a vector space, we get a vector bundle. A Lie group has a recursive
property that results from the group being a differentiable manifold of a continuous symmetry. A
useful phenomenon occurs when equipping a bundle with a Lie group action; the bundle structure can
be used to represent both the original vector bundle as well as a higher-level collection of mappings
between their tangent spaces, in what’s known as a bundle of connections.

2.2 A Priori Structure Groups

A biological first principle of covariance arises naturally from analysis of neuronal activity, which
favours functional localization and Hebbian learning. Moreover, cognitive networks in the brain flow
in connectome-specific diffusive waves along gyrification paths, which are theorized to be caused
by differential tangential growth. Recall, covariance is a measure of the joint variability of a pair
random variables and is increasingly positive when the pair show similar behavior and is negative
when dissimilar. We can imagine a simple partition scheme by assigning a Bernoulli random variable
to each synapse. Then, while “zooming out" we merge random variables together based on their
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covariance and locality to build a course-grained model. Moving from discrete random variables (i.e.
synapses) to continuous fields and manifolds (i.e. EM fields), the covariant derivative between fibers
of a bundle arises naturally as the principal Ehressmann connection. A connection on a fiber bundle
is a device that defines a notion of parallel transport on the bundle. It proves necessary to impose
an a priori covariance principle to maintain integrity of information during parallel transportion in
bilateral and hierarchical directions. Yet for a standard learning model, covariance of functionality is
an a posteriori feature because the joint variability is unknown until individual modules are trained.
Covariance of fibers can be achieved by imposing the structure group to be Lie groups, but can also be
achieved by imposing restrictions on the projection map of Riemannian manifolds without explicitly
defining the structure group beforehand (Gao 2021).

Diffusive magnetic (left) and electric (right) current produced by neurons

2.3 Moduli Spaces and Instantons

With covariance established on connections, it becomes possible to perform inference using higher
levels of abstraction on gauge fields. This is done by constructing a gauge equivariant bundle of
connections known as a moduli space of connections, which can be further reduced to a finite
dimensional manifold known as a Yang-Mills moduli space. This reduced space has local and global
minima being connections with minimized energy known as Yang-Mills connections or instantons
which serve as a natural choice of connection on principal and vector bundles since they minimize
their curvature. From an information geometric perspective, this can be thought of as minimizing
relative entropy or KL divergence between sampled trajectories of gauge equivariant manifolds. The
infinitesimal form of the the KL divergence is comparable to the Fisher information metric. The
gauge field strength is the curvature FA of the connection A, and the energy of the gauge field is
given by the Yang–Mills action functional YM . With the aim of having zero or vanishing curvature,
we vary parameters in search of a connection with curvature as small as possible. The Yang–Mills
action functional corresponds to the L2-norm of the curvature, and its Euler–Lagrange equations
describe the critical points of this functional, either the absolute local minima.

YM(A) =

∫
X

‖FA‖2 dvolg. (1)

2.4 Instantons as Principal Components

Principal Component Analysis (PCA) can serve as a motivating reference for the geometric methods
proposed in this paper. PCA is commonly used to obtain lower-dimensional data while preserving as
much of the data’s variation as possible. The principal components of a collection of points in a real
coordinate space are a sequence of p unit vectors, where the i-th vector is the direction of a line that
best fits the data while being orthogonal to the first i− 1 vectors. It can be shown that the principal
components are eigenvectors of the data’s covariance matrix. PCA can be thought of as fitting a
p-dimensional ellipsoid to the data, where each axis of the ellipsoid represents a principal component.
If some axis of the ellipsoid is small, then the variance along that axis is also small. Similarly, a
connection corresponds to the covariant directional derivitive and is considered a self-dual connection
or an instanton if the curvature 2-form is an eigenvector of the Hodge operator with eigenvalue ±1.

3



2.5 Instantons as Islands in Part-Whole Hierarchies

The GLOM model (Hinton 2021) represents part-whole hierarchies using clusters of matching vectors,
known as islands of agreement, as nodes in parse tree representations within a neural network. A
part-whole hierachy system consists of components that can themselves be further broken down
into subcomponents. The model learns analogical reasoning by encoding parts that are not well
defined or obscured. An emphasis is given on viewpoint and coordinate invariance, which allows for
exchangeability within the network and is used to adapt to and generate novelty in a manner similar
to creativity in humans. Comparisons can be drawn between the GLOM model and moduli attention,
with vector encodings corresponding to dynamic trajectories on vector bundles, frame invariance
corresponding to the gauge equivariant connection space, and islands of agreement corresponding to
stable instanton solutions. Iterative consensus often does not converge in meaningful ways due to
the difficulty of encoding prior understandings of desirable representations to be generated through
agglomerative clustering. Using a geometric model we find that we are better able to converge to
coherent clusters because of the use of an a priori structure group that imposes meaningful symmetry
on the clusters and optimizes organization of information throughout the space.

3 Dynamics of Latent Information

3.1 Intrinsic Geometric Flows

Ricci flow of a metric manifold
(Rubinstein, 2005)

We can interpret energy minimization as a geometric flow,
either on the parameter space as an extrinsic flow through
variational gradient descent, or on the moduli space as an
intrinsic flow. A Ricci flow is an example of an intrinsic
flow on the metric by which one can take an arbitrary
manifold and smooth out the geometry to make it more
symmetric, whereas a mean curvature flow (as found in
soap films, with critical points as minimal surfaces) is an
example of an extrinsic flow on an embedded manifold.
The moduli attention mechanism can be understood as
a mix of the two categories; manipulating both the em-
bedded manifolds constructed from hierarchical neural
networks and the moduli space of connections (or metric)
itself. We can further classify it as both a variational and
a curvature flow since it evolves to minimize the Yang-
mills action functional which is the L2 norm of curvatures.
Curvature flows may not necessarily preserve volume (the
Calabi flow does, while the Ricci flow does not), meaning
the flow may simply shrink or grow the manifold, rather
than regularizing the metric. Instead of normalizing the
flow by fixing the volume, we allow dissipative solutions
to exist, forming a memory and compression mechanism.

3.2 Ricci Yang-Mills Flow

A Ricci flow is a differential equation on the space of Riemannian metrics onM,Met. We can picture
the Ricci flow as moving a manifold around by internal symmetries (the family of diffeomorphisms)
and a uniform-in-space scaling at each time. If one works in the moduli space of Met/Diff, where
Diff is the group of diffeomorphisms on M , then one allows for a family of fixed points that are
metrics that flow by scaling and diffeomorphism. i.e. g(t) = σ(t)φ(t)∗g0, where φ(t) : M → M
is a one parameter family of diffeomorphisms. These are the Ricci soliton metrics. In the standard
quantum field theoretic interpretation of the Ricci flow in terms of the renormalization group, the
parameter t corresponds to length or energy rather than time. One can show that Ricci soliton
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metrics satisfy the following equation: Rc+ LXg + ε
2g = 0, where X is the vector field generating

the diffeomorphisms, and ε = −1, 0, 1 corresponds to shrinking, steady, and expanding solitons
respectively. If X is the gradient of some function, i.e. X = Of , then a solution is said to be a
gradient Ricci soliton. Similarly, the Ricci Yang-Mills flow is a natural coupling of the Ricci flow
and the Yang-Mills heat flow. It was discovered that the Ricci Yang-Mills flow is an ideal candidate
for studying magnetic flows. Given a choice h of metric on the Lie algebra g of G, a one-parameter
family of metrics gt on Σ and principal connections µt satisfies the RYM flow if,

∂

∂t
g = −2Rc g + F 2

µ ,
∂

∂t
µ = −d∗gFµ. (2)

3.3 Instantons as Invariant Points

The stationary-action principle is a variational principle that, when applied to the action of a mechani-
cal system, yields the equations of motion for that system. The principle states that the trajectories
(i.e. the solutions of the equations of motion) are stationary points of the system’s action functional.

Ricci solitons and Ricci Yang-Mills solitons can be naturally associated to invariant or stationary
points in metric spaces using Geometric Invariant Theory (Jablonski 2013). Similarly, the Banach
fixed-point theorem guarantees existence of a fixed point in certain metric spaces given a contractive
mapping, and can be interpreted as solition solutions of a Ricci de Turck flow. A comparison can
be made with the Invariant Point Attention (IPA) mechanism introduced in Alphafold 2 (Jumper
2021). The invariant point attention augments each of the standard attention queries, keys, and values
with 3-D points produced in the local frame of each protein residue gas such that the final value
is invariant to global rotations and translations. After each attention operation and element-wise
transition block, the module computes an update to the rotation and translation of each backbone
frame. The application of these updates within the local frame of each residue makes the overall
attention and update block an equivariant operation on the residue gas.

3.4 Instantons and Self-Organized Criticality

Neuronal avalanches are scale-invariant neuronal population activity patterns in the cortex that are
proposed to be a mechanism of cortical information processing and storage. Theory and experiments
suggest neuronal avalanches allow for the formation of local and system-wide spanning neuronal
groups. The condensation of instantons can describe the noise-induced chaotic phase of SOC, which
maximizes connection distance while minimizing energy. A generic SOC system can be formulated
as a Witten-type topological field theory (W-TFT) with spontaneously broken Becchi-Rouet-Stora-
Tyutin (BRST) symmetry. There must exist regions where the BRST-symmetry is spontaneously
broken by instantons, which in the context of SOC are avalanches (Ovchinnikov 2011). Stochastic
neural networks have demonstrated how spontaneously broken BRST symmetry can describe SOC
(Jian 2021).

3.5 Instantons and Boundaries

Cobordism given by Yang–Mills moduli
space in Donaldson’s theorem

Moduli of Yang–Mills connections have been most stud-
ied when the dimension of the base manifold X is four.
Here the Yang–Mills equations admit a simplification from
a second-order PDE to a first-order PDE, the anti-self-
duality equations. Donaldson’s Theorem shows that it is
possible to compactify the moduli space by cutting off
cones at a reducible singularities and gluing in a copy of
CP2. Secondly, glue in a copy of X itself at infinity. The
resulting space is a cobordism between X and a disjoint
union of b2(X) copies of CP2 with its orientation reversed,
where b2(X) is the the 2nd Betti number.
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An instanton can be used to calculate the transition probability for a quantum mechanical particle
tunneling through a potential barrier. One example of a system with an instanton effect is a particle in
a double-well potential. In contrast to a classical particle, there is non-vanishing probability that it
crosses a region of potential energy higher than its own energy.

3.6 Instantons as Quasiparticles

Quasiparticles or collective excitations are emergent phenomena that encapsulate macroscopic
portions of a complicated microscopic system such that the behaviour of these encapsulated parts
imitate behaviours of weakly interacting particles in a vacuum. A soliton is a localized, non-dispersive
solution of a nonlinear theory in Euclidean space and is a real object. Conversely, instantons are
not real and only exist as solutions to the equations of motion of a quantum field theory after a
Wick rotation, in which time is made imaginary. Thus, instantons are not observable, but are used
to calculate and explain quantum mechanical effects that can be observed, such as tunneling. In
quantum chromodynamics (QCD) instantons tunnel between the topologically different color vacua.

Work in Progress
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